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What is multi-task learning?



Multi-task learning example

LSTM

Text 

CNN

Image

Total Loss

How to find the appropriate 𝑤𝑖 ? 



Normalize the weight

1. Use initial value as the weight

• Scale all the loss to the same level

• Get the value by running several 

batches of data or roughly 

estimate(for K-class classification, 

the initial loss will be 𝑙𝑜𝑔𝐾)

• Cannot weight how “difficult” the 

task is.

• Apply prior distribution to the loss



Normalize the weight

2. Change the weight dynamically 

during training



Another view to see

Notice here the 𝑙𝑜𝑔 function is a monotonous function, so instead we can also choose 

For further extension we can use and we only need to fine tune 𝛾 



Grad Normalization

GradNorm: Gradient Normalization for Adaptive Loss Balancing in Deep Multitask Networks (ICML 2018)



Weight by uncertainty

If We have tasks that the output follows Gaussian distribution

Then:

Multi-Task Learning Using Uncertainty to Weigh Losses for Scene Geometry and Semantics (ICCV 2018)



Pareto Optimization

For gradient descend, we have

Find 𝜃 to make Δ𝐿 < 0

Where 𝜂 is the learning rate for gradient descend 



Pareto Optimization

For Pareto Optimization, we want to find a Pareto 

optimal solution among all tasks.

For simplicity, here we make 𝒈𝒊 = ∇𝜃𝐿𝑖



Pareto Optimization

For this task we want to find a vector 𝑢 that makes

Which is also to find a 𝑢 which satisfied

For stability, we add a regulation term,thus the goal is 



Pareto Optimization

For this task we want to find a vector 𝑢 that makes

Which is also to find a 𝑢 which satisfied

For stability, we add a regulation term,thus the objective is 



Solution

Define a set of weight

Easy to verify:

The objective is equivalent to:

Based on minmax theorem, the min and the max operation is interchangable:

The problem becomes finding a weighted average of gradients such that its magnitude is minimized
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Two-point situation

Multi-task learning as multi-objective optimization (NeurIPS 2018)



Frank-Wolfe algorithm

• If n > 2



Take home message

• Various methods exist to optimize multi-task learning:

• Single-task transformation (initial, prior, real-time loss values)

• Uncertainty weighting/Gradient manipulation (GradNorm)

• Pareto optimal approaches



Thank you for your listening!
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